2 x n is better than n*: Decomposing Event Coref-
erence Resolution into Two Tractable Problems
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Abstract
Existing methods for training Event Coreference Resolution (ECR) systems sample from a largely skewed distribution, making it difficult for the algorithm to learn coreference 'A.‘&Uthor
beyond surface matching. Additionally, these methods are intractable because of the quadratic operations needed. To address these challenges, we break the problem of ECR ;:%; . ;:,
into two parts: a) a heuristic to efficiently filter out a large number of non-coreferent pairs, and b) a training approach on a balanced set of coreferent and non-coreferent mention g,?&r:a;%?“!
. . . e . . *ghens” o0 2
pairs. By following this approach, we show that we get comparable results to the state of the art on two popular ECR datasets while significantly reducing compute requirements. . d.z;q.’  SHE,
. . " " . 3.3 '3:
We also analyze the mention pairs that are "hard" to accurately classify as coreferent or non-coreferent ",..?.:% é’

Lemma Heuristic (LH) & Cross-encoding-based Coreference Scorer (CE)

Mention Pairs: All the pairs of mentions across documents from the same topic

Colts clinch playoff berth with 20 - 13 win in K
C

K.C.

Colts beat Chiefs 20 - 13 to clinch playoff berth

Colts clinch playoff berth with 20 - 13 win in
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Lemma The cros§-encoder 1S a way
_ _ of encoding a con-
Heuristic Coreferent Classifier catenated mention pair
"""""" sing the trigger and each
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Cross—-encoder:

sentence or document

Colts clinch playoft spot by beating Jags

Colts clinch playoff spot by beating Jags
Indianapolis made a comeback this season to

Colts clinch playoft berth with 20 - 13 win in
K.C.

lock up the five seed in the AFC with this win.

Game slips away late as Jaguars fall to Indy.
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Synonyms

Pjasy: coreferent pairs with high similarity. P,__,: non-coreferent pairs with high similarity.

PZy: coreferent pairs with low similarity. Py non-coreferent pairs with low similarity
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Lemma Heuristic (LH)

Cross-encoder (CE)

set (Synp). Only lemma pairs that pass any of the following rules:

LHora: Same as LH but with gold-standard Synp
N

LH: For a mention pair p = (A, B), with triggers (¢ 4, t ), head lemmas ([ 4, [3) and for a given synonymous lemma pair

{(lg,lg) € Synp V l4 == IV tpcontainsly V t4 contains g} N sentence sim(A, B) > 0.05
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- CE(A,B) +CE(B,A)
B 2

D(p) , A Symmetric Scorer

Dsmall: ROBERTa-base. Sentences for context
Diong: Longformer. Documents for context.
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Data Analysis with LH and LHq,,
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Hard bridging pairs - major cause of er-

Training using P_

easy

& Piard
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Set-member relations cause a lot of er-
rors

Singletons appear in least impure clusters

Dataset Coreferent/Non-coreferent Distribution CoNLL F} _
— Previous Methods
Methods ECB+ GVC — held-etal-2021-focus
Datasets: Lo- ECB+ GVC 10 2 01— TLHora+ Diong/Dsmal
1.ECB+: Event Coreference Bank | | Bugert et al. (2021) - 994 i LE+ Diong/Damal
Plus (diverse event types) Cattan et al. (2021) 81.0 ] o 60
> GVC: Gun Viol C | % % Caciularu et al. (2021) 85.6 - ‘T
. GVC: Gun Violence Corpus (less =051 F0.5 3 Held et al. (2021) 857 83.7 D,_Z .0
diverse) LH 764 51.8 S
. (-
Coreferent_ pairs account for a very 00 0o LH + Dgmall 80.3 73.7 2 5.
small fraction of all pairs. Train Dev Test Train Dev  Test LH + Djong 81.7 75.0
e
Skewed distributions! coreferent [ mon-coreferent LHora 81.9 534 0-
- LHora + Dgmall 85.9 75.4 0 500 1000 1500
Peys Pjasy, and P, __, Distributions LHora + Plong 874 761 Mention Gount
———— —‘
. | 0 ECB+ GVC 0 Key Takeaways
' . Pasy =2 o L2 Comparable performance with a significant reduction in complexity!
4+ LH X : : : . : C
° 0 G PEN = 2: 2 5 LHora results for ECB+ a jumping-off point to improve ECR with heuristics
FTTTTTTToTomoeeoes : 2- 2 O Synonymous Lemma Pair identification for GVC is not useful
| P(;Lasy =1 Dev Test Dev Test . e e
(R —
L 8 y
- P, .4 affects overall precision :2 .
- P affects overall recall & : :
FN 2 < Cross-encoder Error Analysis using LHq..(Dev sets)
Hypothesis: ideal heuristic is one the Dev Test Dev Test
maintains balance between Pjasy anc m P, WP, WP, Precision-based Errors
Phara While minimizing Py Cluster impurity: # of non-coreferent men- e
. . i irs | ] ecall-based Errors
We tune LH using the development sets of the datasets accordingly tion pairs in a cluster. We trace the D pre . _
dictions and analyze them. Key findings: Errors categorized as:

e sSame-sentence pro-nouns

« weak temporal reasoning

« ambiguity due to coreferring entities

» lexically-different but semantically similar

event mention lemmas
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